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Abstract. A C∗-algebra A is said to have the homotopy lifting property if
for all C∗-algebras B and E, for every surjective ∗-homomorphism π : E → B

and for every ∗-homomorphism ϕ : A → E, any path of ∗-homomorphisms

A → B starting at πϕ lifts to a path of ∗-homomorphisms A → E starting
at ϕ. Blackadar has shown that this property holds for all semiprojective

C∗-algebras.
We show that a version of the homotopy lifting property for asymptotic

morphisms holds for separable C∗-algebras that are sequential inductive limits

of semiprojective C∗-algebras. It also holds for any separable C∗-algebra if the
quotient map π satisfies an approximate decomposition property in the spirit

of (but weaker than) the notion of quasidiagonality for extensions.

Introduction

A pair (A, π) consisting of a C∗-algebra A and a surjective ∗-homomorphism
π : E → B between C∗-algebras has the homotopy lifting property if we have the
following path-lifting property along π: if ϕ : A→ B is a ∗-homomorphism that lifts
to a ∗-homomorphism ϕ̃ : A→ E, then any continuous path θ of ∗-homomorphisms
A → B starting at ϕ lifts to a continuous path θ̃ of ∗-homomorphisms A → E
starting at ϕ̃. In other words, the diagram completion problem

(1)

A

IE E

IB B

θ̃

θ

ϕ̃

Iπ

evE
0

π

evB
0

always has a solution, where we write ID = C([0, 1], D) for any C∗-algebra D.
The homotopy lifting property and its dual homotopy extension property play a

fundamental role in homotopy theory. A classical result of Borsuk [6] (in its dual
form) states that if X is a (compact Hausdorff) absolute neighborhood retract,
then (C(X), π) satisfies a restricted form of the homotopy lifting property where
one requires the C∗-algebras B and E above to be commutative. This holds, for
example, when X is a finite CW-complex.

The analogs of absolute neighborhood retracts in the noncommutative setting are
the semiprojective C∗-algebras. Blackadar proved an analog of Borsuk’s homotopy
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extension theorem in [5], showing that if A is a semiprojective C∗-algebra, then
(A, π) has the homotopy lifting property for all π.

Most “naturally occurring” noncommutative C∗-algebras (such as simple C∗-
algebras) are highly singular from a topological point of view, due to the abundance
of inner automorphisms, yielding intricate internal dynamics on the C∗-algebra.
Consequently, there are typically very few maps (i.e., ∗-homomorphisms) between
two non-commutative C∗-algebras. There are several natural ways of enlarging
the collection of morphisms between C∗-algebras. One common approach uses the
theory of asymptotic morphisms of Connes and Higson [9], which was central in
the development of E-theory. If A and B are C∗-algebras with A separable, an

asymptotic morphism ϕ : A
≈−→ B is a point-norm continuous family of functions

ϕt : A → B, indexed by t ∈ R+, that satisfies the properties of a ∗-homomorphism
in the limit as t→ ∞.

The present paper is devoted to an asymptotic version of the homotopy lifting
property for C∗-algebras. This stemmed from our recent work in [8], which intro-
duces a topology on E-theory. A pair (A, π) consisting of a separable C∗-algebra
A and a surjective ∗-homomorphism π : E → B between C∗-algebras B and E has
the asymptotic homotopy lifting property if the diagram completion problem in (1)
always has a solution, where each arrow out of A is interpreted as an asymptotic
morphism and the diagram is required to commute in the limit as t → ∞. (See
Definition 5.1.)

The asymptotic homotopy lifting property is far less restrictive than the classical
version. In fact, we do not know of any pair (A, π) for which it fails. In the positive
direction, we obtain the following result.

Theorem A. If A is a (sequential) inductive limit of semiprojective C∗-algebras
and π : E → B is a surjective ∗-homomorphism between C∗-algebras B and E, then
(A, π) satisfies the asymptotic homotopy lifting property.

A long-standing open question of Blackadar asks if every separable C∗-algebra
is an inductive limit of semiprojective C∗-algebras. Part of the difficulty of this
question arises from the fact that there is no clear obstruction to the existence of
such an inductive limit decomposition. For instance, it is known that every separa-
ble C∗-algebra is an inductive limit of C∗-algebras with semiprojective connecting
maps. Since most properties of semiprojective C∗-algebras admit relative versions
for semiprojective morphisms, proving that a property holds for inductive limits of
semiprojective C∗-algebras but does not hold on all separable C∗-algebras may be
difficult. Theorem A provides one possible obstruction.

The problem of deciding if a given C∗-algebra is an inductive limit of semiprojec-
tive C∗-algebras can be challenging—for instance, the question is open for C(S2).
There are, however, many naturally occurring examples of such C∗-algebras. For
instance, all AF algebras and all AT algebras are inductive limits of semiprojec-
tive C∗-algebras; this uses the semiprojectivity of F and F ⊗ C(T) for any finite
dimensional C∗-algebra F by [2, Corollary 2.30]. It then follows from [13] that irra-
tional rotation algebras are inductive limits of semiprojective C∗-algebras. Graph
C∗-algebras associated to countable direct graphs form another natural class of
examples—indeed, C∗-algebras generated by finite graphs are semiprojective (see
[2, Propositions 2.18 and 2.23]), and the inductive limit decomposition then follows
from the construction in [16, Section 1]. Further, as all Kirchberg algebras in the
UCT class are inductive limits of Kirchberg algebras in the UCT class with finitely
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generated K-theory (see [17, Proposition 8.4.13], for example), a theorem of En-
ders in [14] (see [4, 19, 18] for earlier results) implies that Theorem A applies to
all UCT Kirchberg algebras A. Several more examples and permanence properties
have been obtained by Thiel in [20, 21].

We also show that the asymptotic homotopy lifting property holds for all sep-
arable C∗-algebras with some restrictions on the quotient map π. Recall that an

extension 0 → ker(π) → E
π−→ B → 0 is quasidiagonal if ker(π) admits an approxi-

mate unit of projections that is quasicentral in E.

Theorem B (cf. Corollary 5.3). If A is a separable C∗-algebra and

(2) 0 −→ ker(π) −→ E
π−→ B −→ 0

is a quasidiagonal extension of C∗-algebras, then (A, π) satisfies the asymptotic
homotopy lifting property.

We will prove Theorem B under a condition weaker than quasidiagonality of
the extenstion (but equivalent to it in the unital case) that we call approximate
decomposability (see Definition 2.1). The property will be defined in terms of the
existence of a certain approximate splitting of the quotient map π. It is character-
ized by the existence of an approximate decomposition of E into the direct sum of
ker(π) and B in a way that does not require the existence of projections in E.

Theorems A and B will be proved simultaneously as corollaries of Theorem 5.2.
The basic idea is to exploit a relative notion of the homotopy lifting property for
a pair of ∗-homomorphisms (α : A0 → A, π : E → B), with π surjective. This
notion is introduced in Section 4. If A is semiprojective, then (α, π) will satisfy the
homotopy lifting property by Blackadar’s previously mentioned result. Further,
when α is semiprojective and π is approximately decomposable, the pair (α, π)
has the homotopy lifting property (see Theorem 4.3). Using the shape theoretic
methods of [10], we prove the asymptotic homotopy lifting property by writing A as
an inductive limit of semiprojective ∗-homomorphisms αn : An → An+1 and making
use of the homotopy lifting property for each pair (αn, π)—see Theorem 5.2 for the
precise statement.

Notation. For the most part, our notation is standard and any non-standard no-
tation is explained in the body as it appears. However, we take a moment to set out
our conventions for algebras of continuous functions, which will be used frequently
in the paper.

For a compact Hausdorff space X and a C∗-algebra A, define XA = C(X,A);
in the case X is only locally compact, we use the more standard notation Cb(X,A)
(respectively C0(X,A)), for the C

∗-algebras of continuous bounded functions X →
A (respectively, those vanishing at infinity). In the former case, this is most often
used when X is the space I = [0, 1]. Other topological spaces that occur frequently
are R+ = [0,∞) and R≥t = [t,∞) for t ∈ R+.

We write evAx : XA → A for the evaluation map f 7→ f(x). For a ∗-homomor-
phism ϕ : A→ B and a compact Hausdorff space X, we write Xϕ : XA→ XB for
the induced ∗-homomorphism (Xϕ)(f)(x) = ϕ(f(x)). The case when X is locally
compact will occur less often; the analogously defined maps Cb(X,A) → Cb(X,B)
and C0(X,A) → C0(X,B) will be denoted by ϕ̄. This notation will be recalled
whenever it appears.



4 J. CARRIÓN AND C. SCHAFHAUSER

Acknowledgments. Parts of this project were completed during the first author’s
visit to University of Nebraska–Lincoln and the second author’s visit to Texas Chris-
tian University. We are grateful to the respective universities for their hospitality
during these visits. The second author was partially supported by NSF Grant
DMS-2000129.

Contents

1. Approximate and asymptotic morphisms 4
2. Approximate decomposability 8
3. Semiprojectivity and shape theory 12
4. A relative homotopy lifting property 16
5. The asymptotic homotopy lifting property 19
6. Proof of Theorem 5.2 21
References 30

1. Approximate and asymptotic morphisms

This section lays out the definitions of and our conventions on approximate
and asymptotic morphisms and collects some preliminary results needed in later
sections. We also recall Dadarlat’s homotopy limit construction from [10] for con-
structing asymptotic morphisms from what we call “diagrammatic representations”
(see Definition 1.4).

In the literature, approximate morphisms are most often indexed by the natural
numbers, but it will be convenient to allow more general index sets. Note that there
is a difference between approximate morphisms and asymptotic morphisms (see
Definition 1.3), even when the index set is R+: the topology on R+ is accounted for
in the definition of asymptotic morphisms, whereas approximate morphisms should
be regarded as being indexed over a discrete space.

Definition 1.1. For C∗-algebras A and B, a net (σλ : A → B) of functions is an
approximate morphism if, for all a, a1, a2 ∈ A and r1, r2 ∈ C,

(i) limλ ∥σλ(r1a1 + r2a2)− (r1σλ(a1) + r2σλ(a2))∥ = 0,
(ii) limλ ∥σλ(a∗)− σλ(a)

∗∥ = 0, and
(iii) limλ ∥σλ(a1a2)− σλ(a1)σλ(a2)∥ = 0.

We will often write (σλ) : A→ B for such an approximate morphism. We say that
(σλ) is

• linear if each σλ is linear,
• self-adjoint if σλ(a

∗) = σλ(a)
∗ for all λ and a ∈ A,

• pointwise-bounded if supλ ∥σλ(a)∥ <∞ for all a ∈ A, and
• equicontinuous if for all a0 ∈ A and ϵ > 0, there is δ > 0 such that for all
a ∈ A with ∥a− a0∥ < δ and all λ, we have ∥σλ(a)− σλ(a0)∥ < ϵ.

For a directed set Λ, let ℓ∞(Λ, B) be the C∗-algebra all of bounded functions
Λ → B, and let c0(Λ, B) ⊆ ℓ∞(Λ, B) be the ideal consisting of such functions
converging to 0 along Λ. Write qBΛ : ℓ∞(Λ, B) → BΛ for the quotient map and
let ιBΛ : B → BΛ be the embedding given by sending an element to its corre-
sponding constant net. Note that any pointwise-bounded approximate morphism
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(σλ) : A→ B indexed by Λ induces a ∗-homomorphism A→ BΛ. Conversely, given
a ∗-homomorphism σΛ : A → BΛ, any lift to ℓ∞(Λ, B) is a pointwise-bounded ap-
proximate morphism. With some care, the following result allows us to extend this
observation to approximate morphisms that are not pointwise-bounded.

Proposition 1.2. If A and B are C∗-algebras and (σλ) : A→ B is an approximate
morphism, then the following statements hold:

(i) lim supλ ∥σλ(a)∥ ≤ ∥a∥ for all a ∈ A;
(ii) there is an approximate morphism (σ′

λ) : A → B, indexed by the same
directed set, that is self-adjoint, linear, pointwise-bounded, and satisfies

(1.1) lim
λ

∥σλ(a)− σ′
λ(a)∥ = 0, a ∈ A;

(iii) there is an approximate morphism (σ′
λ) : A → B, indexed by the same

directed set, that is self-adjoint, pointwise-bounded, equicontinuous, and
satisfies (1.1).

Proof. The bound in (i) is standard: see the proof of [3, Proposition 25.1.3], for
example.

Let Λ be the index set of the net. For (ii), given a ∈ A, use (i) to obtain λa ∈ Λ
such that ∥σλ(a)∥ ≤ ∥a∥ + 1 for all λ ≥ λa. For λ ∈ Λ, define σ′′

λ : A → B by
σ′′
λ(a) = σλ(a) for λ ≥ λa and σ′′

λ(a) = 0 for λ ̸≥ λa. Then (σ′′
λ) is a pointwise-

bounded approximate morphism and hence induces a ∗-homomorphism A → BΛ.
Let (σ′

λ) be a self-adjoint linear lift of this ∗-homomorphism to ℓ∞(Λ, B).
Condition (iii) is a standard consequence of the Bartle–Graves selection theorem

([1, Theorem 4]; see also [11, p. 85]): every bounded linear surjective map between
Banach spaces admits a continuous (not necessarily linear) splitting. Indeed, by
(ii), we may assume (σλ) is pointwise-bounded. Let σΛ : A → BΛ be the induced
∗-homomorphism, and let f ′ : BΛ → ℓ∞(Λ, B) be a continuous splitting of qBΛ .
Define f : BΛ → ℓ∞(Λ, B) by f(b) = 1

2 (f
′(b) + f ′(b∗)∗) for b ∈ B. Then f is a

continuous splitting of qΛB satisfying f(b∗) = f(b)∗ for all b ∈ BΛ. For each λ,
let σ′

λ : A → B be the λ-component of the composition fσΛ. Then (σ′
λ) is a self-

adjoint pointwise-bounded approximate morphism satisfying (1.1). To prove that
it is equicontinuous, fix a0 ∈ A and ϵ > 0. Let δ > 0 be such that for every b ∈ BΛ

with ∥b−σΛ(a0)∥ < δ, we have ∥f(b)−f(σΛ(a0))∥ < ϵ. For a ∈ A with ∥a−a0∥ < δ,
we have ∥σΛ(a) − σΛ(a0)∥ < δ, because ∗-homomorphisms are contractive, and so
∥f(σΛ(a))− f(σΛ(a0))∥ < ϵ. It follows that ∥σλ(a)− σλ(a0)∥ < ϵ for all λ. □

Definition 1.3. For C∗-algebras A and B, an asymptotic morphism ϕ : A
≈−→ B

is an approximate morphism (ϕt) : A → B indexed by R+ such that the function
R+ → B : t → ϕt(a) is continuous for all a ∈ A. For asymptotic morphisms

ϕ, ψ : A
≈−→ B, we say ϕ and ψ are equivalent and write ϕ ∼= ψ if limt ∥ϕt(a) −

ψt(a)∥ = 0 for all a ∈ A.

If A, B, D, and E are C∗-algebras, ϕ : A
≈−→ B is an asymptotic morphism,

and ψ : B → D and θ : E → A are ∗-homomorphisms, then there are asymptotic

morphisms ψϕ : A
≈−→ D and ϕθ : E

≈−→ B given by (ψϕ)t(a) = ψ(ϕt(a)) and
(ϕθ)t(e) = ϕt(θ(e)) for t ∈ R+, a ∈ A, and e ∈ E.

Note that all asymptotic morphisms are pointwise-bounded. Indeed, given an

asymptotic morphism ϕ : A
≈−→ B and a ∈ A, Proposition 1.2 implies there is

t0 ∈ R+ such that ∥ϕt(a)∥ ≤ ∥a∥ + 1 for all t ∈ R≥t0 . Since the continuous



6 J. CARRIÓN AND C. SCHAFHAUSER

function t 7→ ∥ϕt(a)∥ is necessarily bounded on the compact set [0, t0], the function

t 7→ ∥ϕt(a)∥ is bounded on R+. In particular, an asymptotic morphism ϕ : A
≈−→ B

induces a ∗-homomorphism ϕas : A→ Bas = Cb(R+, B)/C0(R+, B). Note also that

if ϕ, ψ : A
≈−→ B are asymptotic morphisms, then ϕ ∼= ψ if and only if ϕas = ψas.

We end this section with a useful procedure for constructing asymptotic mor-
phisms, due to Dadarlat [10]. We write (A,α) to denote a sequential inductive
system

(1.2) A1 A2 A3 · · ·α1 α2 α3

of C∗-algebras. For integers m > n ≥ 1, let αn,n = idAn
and

(1.3) αm,n = αm−1 · · ·αn+1αn.

If A is the inductive limit of (A,α), let α∞,n : An → A be the canonical map.
The following is a slight variation of Dadarlat’s homotopy limit functor in [10].

The evaluation sequence (tn)
∞
n=1 is not included in [10], where the asymptotic

morphisms are only considered up to homotopy, but it will be crucial for us since
changing the evaluation sequence typically does change the equivalence class of the
asymptotic morphism.

Definition 1.4. Let (A,α) be an inductive system of C∗-algebras with limit A and
let B be a C∗-algebra. A diagrammatic representation of an asymptotic morphism

A
≈−→ B is a triple (ϕ, h, t) : (A,α) → B consisting of a sequence of ∗-homomorph-

isms (ϕn : An → B)∞n=1, a sequence of homotopies (hn : A → IB)∞n=1, and an
unbounded strictly increasing sequence (tn)

∞
n=1 of strictly positive real numbers

such that

(1.4) evB0 hn = ϕn and evB1 hn = ϕn+1αn.

Given such a triple (ϕ, h, t), define Φn : An → Cb(R≥tn , B) by

(1.5) Φn(a)(t) = hm
(
αm,n(a)

)( t− tm
tm+1 − tm

)
, a ∈ An, tm ≤ t < tm+1, m ≥ n.

Then there is a commuting diagram

(1.6)

A1 A2 A3 · · · A

Cb(R≥t1 , B) Cb(R≥t2 , B) Cb(R≥t3 , B) · · · Bas,

α1

Φ1

α2

Φ2

α3

Φ3 ϕas

ρB1 ρB2 ρB3

where the maps ρBn are the restriction maps. The fact that this diagram commutes
implies that there is an induced ∗-homomorphism ϕas : A→ Bas. The corresponding

asymptotic morphism ϕ : A
≈−→ B is the one represented by (ϕ, h, t).

The name “diagrammatic representation” was chosen since we typically picture
the pair (ϕ, h) as a diagram

(1.7)

A1 A2 A3 A4

IB IB IB

B B B B

α1

h1

ϕ1 ϕ2

α2

h2

ϕ2

α3

h3

ϕ3 ϕ4

· · ·

evB
1

evB
0

evB
1

evB
0

evB
1

evB
0

· · ·
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with commuting triangles. Although the choice evaluation sequence t is not recorded
in this schematic, it is crucial in the definition of the induced asymptotic morphism.

We establish some notation for composing a diagrammatic representation of
an asymptotic morphism with a ∗-homomorphism. Suppose A, B, and D are

C∗-algebras, ϕ : A
≈−→ B is an asymptotic morphism, and ψ : B → D is a ∗-

homomorphism. Let (A,α) be an inductive limit of C∗-algebras with limit A and
let (ϕ, h, t) : (A,α) → B be a diagrammatic representation of ϕ. Then the triple
(θ, k, t) : (A,α) → D is a diagrammatic representation of the asymptotic morphism
ψϕ, where θn = ψϕn and kn = (Iψ)hn for all n ≥ 1. The triple (θ, k, t) will be
denoted ψ∗(ϕ, h, t).

The following lemma provides a simple sufficient condition for two diagrammatic
representations to represent the same asymptotic morphism.

Lemma 1.5. Let A and B be C∗-algebras with A separable and fix an inductive
system (A,α) with limit A. Suppose that for each n ≥ 1, a finite set Fn ⊆ An
and ϵn > 0 are given such that limn ϵn = 0, αn(Fn) ⊆ Fn+1 for all n ≥ 1, and⋃∞
n=1 α∞,n(Fn) is dense in A. If

(1.8) (ϕ, h, t), (ϕ′, h′, t) : (A,α) → B

are diagrammatic representations of asymptotic morphisms ϕ, ϕ′ : A
≈−→ B such that

∥hn(a)− h′n(a)∥ < ϵn for all a ∈ Fn and n ≥ 1, then ϕ ∼= ϕ′.

Proof. Let Φn be given as in (1.5) and define Φ′
n analogously. Further, let ρBn be

the restriction maps as in (1.6). For m ≥ n ≥ 1, a ∈ Fn, and t ∈ [tm, tm+1], we
have ∥Φm(a)(t) − Φ′

m(a)(t)∥ < ϵm since αm,n(a) ∈ Fm. This implies that for all
n ≥ 1,

ρB∞,n

(
Φn(a)

)
= ρB∞,n

(
Φ′
n(a)

)
, a ∈ Fn,(1.9)

or equivalently,

ϕas
(
α∞,n(a)

)
= ϕ′as

(
α∞,n(a)

)
, a ∈ Fn.(1.10)

Since
⋃∞
n=1 α∞,n(Fn) is dense in A, it follows that ϕas = ϕ′as, so ϕ

∼= ϕ′. □

Note that the finite sets Fn required in Lemma 1.5 always exist by following
simple result.

Lemma 1.6. If (A,α) is an inductive system of separable C∗-algebras with limit
A, then there are finite sets Fn ⊆ An such that αn(Fn) ⊆ Fn+1 for all n ≥ 1 and⋃∞
n=1 α∞,n(Fn) is dense in A.

Proof. Let (Gn)∞n=1 be an increasing sequence of finite subsets of A with dense
union. Given n ≥ 1 and a ∈ Gn, for each integer m such that 1 ≤ m ≤ n and there
exists an ∈ An with ∥α∞,n(an) − a∥ < 1

m , choose one such an and let F ′
n denote

the set of all such choices. Then F ′
n is a finite subset of An (which may be empty).

Define finite sets Fn ⊆ An by F1 = F ′
1 and Fn+1 = F ′

n+1 ∪ αn(Fn) for n ≥ 1.

Fix ϵ > 0 and a ∈ A. Let m ≥ 1 be such that 1
m < ϵ. Then choose an integer

n ≥ 1 such that there is a′ ∈ Gn with ∥a − a′∥ < ϵ. Enlarging n if necessary, we
may further assume that there exists an ∈ An such that ∥α∞,n(an)− a′∥ < 1

m . By

the choice of F ′
n, there exists a′n ∈ F ′

n ⊆ Fn satisfying ∥α∞,n′(a′n)− a′∥ < 1
m < ϵ.

Then ∥α∞,n(a
′
n)− a∥ < 2ϵ, and this shows that

⋃∞
n=1 α∞,n(Fn) is dense in A. □
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We end this section by noting that shifting a diagrammatic representation does
not change the asymptotic morphism it represents. In the notation of Definition 1.4,
for each integer n0 ≥ 1, let (ϕ, h, t)+n0 : (A,α) → B be the diagrammatic rep-
resentation given by the sequences (ϕn+n0αn+n0,n)

∞
n=1, (hn+n0αn+n0,n)

∞
n=1, and

(tn+n0)
∞
n=1.

Lemma 1.7. Consider an inductive system (A,α), a C∗-algebras B, a diagram-

matic representation (ϕ, h, t) : (A,α) → B of an asymptotic morphism ϕ : A
≈−→ B.

For any integer n0 ≥ 1, (ϕ, h, t)+n0
is a diagrammatic representation of ϕ.

Proof. For notational convenience, we take n0 = 1. Note that applying this special
case inductively proves the general case.

For all n, define Φn as in (1.5) and let ρBn be the restriction map as in (1.6). In
parallel with (1.5), define Φ′

n : An → Cb(R≥tn+1
, B) by

(1.11)

Φ′
n(a)(t) = hm

(
αm,n(a)

)( t− tm
tm+1 − tm

)
, a ∈ An, tm ≤ t < tm+1, m ≥ n+ 1.

Then there is a commuting diagram

(1.12)

A1 A2 A3 · · · A

Cb(R≥t2 , B) Cb(R≥t3 , B) Cb(R≥t4 , B) · · · Bas,

α1

Φ′
1

α2

Φ′
2

α3

Φ′
3 ϕ′

as

ρB2 ρB3 ρB4

defining an asymptotic morphism ϕ′ : A
≈−→ B corresponding to (ϕ, h, t)+1. We have

Φ′
n = ρBnΦn for all n ≥ 1, and hence

(1.13) ϕ′asα∞,n = ρB∞,n+1Φ
′
n = ρB∞,nΦn = ϕasα∞,n

for all n ≥ 1. Therefore, ϕ′as = ϕas, and hence ϕ′ ∼= ϕ. □

2. Approximate decomposability

An extension 0 → ker(π) → E
π−→ B → 0 of C∗-algebras is called quasidiagonal

if ker(π) admits a approximate unit of projections (pλ) that is quasicentral in E,
in the sense that ∥pλe − epλ∥ → 0 for all e ∈ E. Quasidiagonal extensions were
introduced in [7] in connection with extension theory. It is typically required that
the net (pλ) is an increasing sequence of projections, but it is not hard to show
that this coincides with the present definition when the C∗-algebras involved are
separable.

For our purposes, the most important property of a quasidiagonal extension is
the existence of an approximate direct sum decomposition of such an extension.

For a quasidiagonal extension 0 → ker(π) → E
π−→ B → 0, if σ : B → E is any

(set-theoretic) splitting, then the maps

(2.1) σλ : B → E : b 7→ (1− pλ)σ(b)

form an approximate morphism, as do the maps

(2.2) ρλ : E → ker(π) : e 7→ pλe.

Further, the approximate morphisms

ker(π)⊕B → E : (x, b) 7→ x+ σλ(b)(2.3)
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and

E → ker(π)⊕B : e 7→
(
ρλ(e), π(e)

)
(2.4)

are approximately inverses of each other. In this sense, there is an approximate
decomposition of E into a direct sum ker(π)⊕B

We introduce the following weaker condition on an extension that still allows for
the approximate direct sum decomposition (Theorem 2.5). Roughly, we require an
approximate splitting of the quotient map that is both an approximate morphism
and an approximate bimodule map over the extension algebra.

Definition 2.1. An extension 0 → ker(π) → E
π−→ B → 0 is approximately decom-

posable, or more briefly, π is approximately decomposable, if there is an approximate
morphism (σλ) : B → E such that

(i) limλ ∥π(σλ(b))− b∥ = 0 and
(ii) limλ ∥σλ(π(e)b)− eσλ(b)∥ = 0

for all b ∈ B and e ∈ E.

The following gives a connection between quasidiagonality and approximate de-
composability. The condition in the second sentence of the theorem is essentially
the definition of weak quasidiagonality in [15, Definition 2.1], which is defined for
separable extensions with stable ideal and requires that the net of projections be
an increasing sequence. In particular, all weakly quasidiagonal extensions are ap-
proximately decomposable.

Proposition 2.2. Every quasidiagonal extension is approximately decomposable.
More generally, if π : E → B is a surjective ∗-homomorphism and there is a net of
projections (pλ) in M(E), the multiplier algebra of E, such that

(i) pλE ⊆ ker(π),
(ii) limλ ∥pλe− epλ∥ = 0 for all e ∈ E, and
(iii) limλ ∥pλx− x∥ = 0 for all x ∈ ker(π),

then π is approximately decomposable.

Proof. It suffices to prove the second sentence. Let σ : B → E be a self-adjoint
linear map with πσ = idB and define σλ : B → E by σλ(b) = (1 − pλ)σ(b). For
b1, b2 ∈ B, (ii) implies

(2.5) lim
λ

∥σλ(b1)σλ(b2)− (1− pλ)σ(b1)σ(b2)∥ = 0.

Since πσ = idB and π is a ∗-homomorphism, we have σ(ab) − σ(a)σ(b) ∈ ker(π).
Therefore, (iii) yields

(2.6) lim
λ

∥(1− pλ)σ(b1)σ(b2)− σλ(b1b2)∥ = 0.

Combining (2.5) and (2.6) shows (σλ) : B → E is approximately multiplicative.
Further, as σ and pλ are self-adjoint, (ii) implies

(2.7) lim
λ

∥σλ(b∗)− σλ(b)
∗∥ = 0, b ∈ B.

Since each σλ is linear, we have that (σλ) : B → E is an approximate morphism.
For b ∈ B and e ∈ E, eσ(b) − σ(π(e)b) ∈ ker(π), so using (ii) and (iii) as above,
we have Definition 2.1(ii) holds. Moreover, (i) implies pλσ(b) ∈ ker(π), and hence
π(σλ(b)) = b for all b ∈ B and λ. In particular, Definition 2.1(i) holds. □

The converse of the previous result holds in the unital case.
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Proposition 2.3. Every unital approximately decomposable extension is quasidi-
agonal.

Proof. Let 0 → ker(π) → E
π−→ B → 0 be an approximately decomposable exten-

sion such that E is unital and fix a approximate morphism (σλ) : B → E as in
Definition 2.1. By Definition 2.1(i), we have

(2.8) lim
λ

∥∥π(1E − σλ(1B)
)∥∥ = 0,

and hence there is a net (p′λ) ⊆ ker(π) such that

(2.9) lim
λ

∥1E − σλ(1B)− p′λ∥ = 0.

Since σλ is a approximate morphism, we obtain limλ ∥p′λ−(p′λ)
∗p′λ∥ = 0. Therefore,

there is a net of projections (pλ) ∈ ker(π) such that limλ ∥pλ− p′λ∥ = 0. Then (2.9)
implies

(2.10) lim
λ

∥1E − σλ(1B)− pλ∥ = 0.

We will show that (pλ) is an approximate unit for ker(π) that is quasicentral in E.
Let x ∈ ker(π) and e ∈ E be given. Using the bimodule property of Defini-

tion 2.1(ii),

(2.11) x
(
1E − σλ(1B)

)
= x− xσλ(1B) ≈ x− σλ(π(x)1B) = x,

where “≈” means equality in the limit over λ. It follows from (2.10) and (2.11)
that (pλ) is an approximate unit for ker(π). Similarly, Definition 2.1(ii) implies

e
(
1E − σλ(1B)

)
= e− eσλ(1B) ≈ e− σλ

(
π(e)

)
,(2.12)

and replacing e and x with e∗ and x∗ and taking adjoints shows(
1E − σλ(1B)

)
e = e− σλ(1B)e ≈ e− σλ

(
π(e)

)
.(2.13)

These two approximations combine with (2.10) to show limλ ∥epλ − pλe∥ = 0. □

The following lemma shows that one can perturb the approximate morphism in
Definition 2.1 to be as in Proposition 1.2(ii) while also satisfying Definition 2.1(i)
exactly instead of approximately. This will be further strengthened in Proposi-
tion 2.5.

Lemma 2.4. Let π : E → B be a surjective approximately decomposable ∗-homo-
morphism between C∗-algebras and suppose (σλ) : B → E is as in Definition 2.1.
Then there is an approximate morphism (σ′

λ) : B → E, indexed by the same directed
set, that is self-adjoint, linear, pointwise-bounded, satisfies limλ ∥σ′

λ(b)−σλ(b)∥ = 0
for all b ∈ B, and is such that πσ′

λ = idB for all λ ∈ Λ.

Proof. We may assume that (σλ)λ∈Λ is self-adjoint, linear, and pointwise-bounded
by Proposition 1.2. Define P to be the pullback of EΛ and ℓ∞(Λ, B) along the map
πΛ : EΛ → BΛ induced by π and the canonical surjection qBΛ : ℓ∞(Λ, B) → BΛ. The
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rest of the proof is essentially contained in the diagram

(2.14)

B

P ℓ∞(Λ, B)

ℓ∞(Λ, E)

EΛ BΛ

σΛ

ι̃BΛ

σ̃Λ

qBΛ

ρ
Λπ

qEΛ

πΛ

as we will explain. At the moment, the solid arrows in (2.14) are defined and the
diagram formed by removing the dashed arrows and B commutes.

The approximate morphism (σλ) induces a
∗-homomorphism σΛ : B → EΛ. Let

ι̃BΛ : B → ℓ∞(Λ, B) be the canonical embedding. Then πΛσΛ = qBΛ ι̃
B
Λ , and so, from

the universal property of P , we obtain a ∗-homomorphism σ̃Λ : B → P making
each of the triangles with vertices B, P , EΛ and B, P , ℓ∞(Λ, B) commute. A
similar argument gives the existence of a ∗-homomorphism ℓ∞(Λ, E) → P making
the triangles with vertices ℓ∞(Λ, E), P , EΛ and ℓ∞(Λ, E), P , ℓ∞(Λ, B) commute.
Note that this map is surjective by the surjectivity of qEΛ .

Let ρ : B → ℓ∞(Λ, E) be a self-adjoint linear lift of σ̃Λ along the unlabeled dashed
arrow. Commutativity of (2.14) shows that σΛ = qEΛ ρ. If (σ′

λ) is the approximate
morphism determined by the coordinates of ρ, then (σ′

λ) is a self-adjoint linear
pointwise-bounded approximate morphism with limλ ∥σ′

λ(b) − σλ(b)∥ = 0 for all
b ∈ B (since σΛ = qEΛ ρ). Further, since (Λπ)ρ = ι̃BΛ , we have πσ′

λ = idB for all
λ. □

The following result gives an approximate direct sum decomposition of approxi-
mately decomposable extensions, which is the reason for their name. This is usually
the most relevant property of quasidiagonal extensions and why we believe approx-
imately decomposable extensions provide a useful generalization. The converse also
holds—see Remark 2.6.

Proposition 2.5. Let 0 → J
ι−→ E

π−→ B → 0 be an approximately decomposable
extension of C∗-algebras. Then there are self-adjoint linear pointwise-bounded ap-
proximate morphisms (ρλ) : E → J and (σλ) : B → E, indexed by the same directed
set, such that for every λ,

(2.15) ρλι = idJ , πσλ = idB , and ιρλ + σλπ = idE .

Proof. Using Lemma 2.4, fix a self-adjoint linear pointwise-bounded approximate
morphism (σλ) : B → E such that πσλ = idB for all λ and

(2.16) lim
λ

∥∥σλ(π(e)b)− eσλ(b)
∥∥ = 0, b ∈ B, e ∈ E.

Notice that π(idE −σλπ) = 0 for all λ, so for all λ there is a self-adjoint linear map
ρλ : E → J such that ιρλ = idE − σλπ. The fact that ι is isometric implies

(2.17) ∥ρλ(e)∥ ≤ ∥e∥+ ∥σλ(π(e))∥

for all e ∈ E and all λ. Therefore, (ρλ) is pointwise-bounded.
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It remains to show (ρλ) is an approximate morphism. Let e1, e2 ∈ E. Using “≈”
to mean equality in the limit over λ, we compute

ι
(
ρλ(e1)ρλ(e2)

)
= (idE − σλπ)(e1)(idE − σλπ)(e2)

= e1e2 − e1σλ
(
π(e2)

)
− σλ

(
π(e1)

)
e2 + σλ

(
π(e1)

)
σλ

(
π(e2)

)
≈ e1e2 − σλ

(
π(e1)π(e2)

)
= (idE − σλπ)(e1e2)

= ι
(
ρλ(e1e2)

)
,

(2.18)

where the approximation on the third line follows from the approximate bimodule
property of the σλ applied to the second and third terms and the approximate
multiplicative property applied to the final term. Since ι is isometric, this ends the
proof. □

Remark 2.6. Any extension satisfying the conclusion of Proposition 2.5 is approx-
imately decomposable, and, moreover, the approximate morphism (σλ) : B → E
necessarily satisfies the conditions of Definition 2.1. Indeed, (i) clearly holds.
To see (ii), first note that the relations in (2.15) imply ρλσλ = 0. For x ∈
ker(π) and b ∈ B, we have xσλ(b) ∈ ker(π), and hence ρλ(xσλ(b)) = xσλ(b).
Since (ρλ) is an approximate morphism and ρλ(σλ(b)) = 0 for all λ, we have
limλ ∥xσλ(b)∥ = 0. Now for b ∈ B and e ∈ E, x = e − σλ(π(e)) ∈ ker(π), and
hence limλ ∥eσλ(b)−σλ(π(e))σλ(b)∥ = 0. Finally, (ii) follows from the approximate
multiplicativity of (σλ).

3. Semiprojectivity and shape theory

This section provides some variations of known results regarding semiprojectivity
based mostly on results of Blackadar [2, 5]. Some of these are known to experts, but
lack an explicit statement in the literature. Others are proved for semiprojective
C∗-algebras, but the analogous versions for semiprojective morphisms are needed
here instead. We will use these results to prove our relative homotopy lifting result,
Theorem 4.3.

A ∗-homomorphism α : A0 → A between separable C∗-algebras is semiprojective
if for every inductive system (B, β) with limit B such that each βn is surjective
and for every ∗-homomorphism ϕ : A → B, there are an integer n ≥ 1 and a ∗-
homomorphism ϕ̃ : A → Bn such that ϕα = β∞,nϕ̃. A separable C∗-algebra is
semiprojective if idA is semiprojective.

The definition of semiprojectivity given above is due to Blackadar in his de-
velopment of shape theory for C∗-algebras [2], building on early work of Effros
and Kaminker [12]. Following [2], a shape system for a separable C∗-algebra A is
an inductive system (A,α) of separable C∗-algebras with limit A such that each
αn is semiprojective. Every separable C∗-algebra admits a shape system by [2,
Theorem 4.3].

The following result of Dadarlat will be used to construct diagrammatic repre-
sentations of asymptotic morphisms.

Proposition 3.1 ([10, Proposition 3.14]). If A is a separable C∗-algebra, B is a

C∗-algebra, ϕ : A
≈−→ B is an asymptotic morphism , and (A, ϕ) is a shape system
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for A, then there are a strictly increasing sequence (mn)
∞
n=1 of positive integers and

a morphism

(3.1)

A1 A2 A3 · · ·

Cb(R≥m1 , B) Cb(R≥m2 , B) Cb(R≥m3 , B) · · ·

α1

Φ1

α2

Φ2

α3

Φ3

ρB1 ρB2 ρB3

of inductive systems that induces ϕas, where the ρBn are the restriction maps.

The following result gives the existence of diagrammatic representations of as-
ymptotic morphisms with respect to any shape system for the domain. The result
will not be used explicitly, but the reader may find the proof instructive. A much
more refined version of this proof will appear in Lemma 6.2.

Corollary 3.2. Suppose A and B are C∗-algebras with A separable and ϕ : A
≈−→ B

is an asymptotic morphism. If (A,α) is a shape system for A, then there is a
diagrammatic representation (ϕ, h, t) : (A,α) → B of ϕ.

Proof. Apply Proposition 3.1 to obtain a commuting diagram as in (3.1). Let
tn = mn for n ≥ 1. Further, for n ≥ 1, define ϕn : An → B by ϕn(a) = Φn(a)(mn)
and hn : An → IB by

(3.2) hn(a)(s) = Φn(a)
(
(1− s)mn + smn+1

)
, a ∈ An, s ∈ I.

Then (ϕ, h, t) is a diagrammatic representation of an asymptotic morphism. Fur-
ther, the diagram in (1.6) induced by (ϕ, h, t) is precisely the diagram in (3.1).
Therefore, (ϕ, h, t) induces ϕ. □

The following stability result for liftable ∗-homomorphisms is essentially due to
Blackadar. The case when A0 = A and α = idA is essentially [5, Theorem 4.1].
The more general version here is taken from [8, Theorem 1.7].

Theorem 3.3 (Blackadar). Let α : A0 → A be a semiprojective ∗-homomorphism
between separable C∗-algebras A0 and A. For every finite set F ⊆ A0 and ϵ > 0,
there are a finite set G ⊆ A and δ > 0 such that if B and E are C∗-algebras,
π : E → B is a surjective ∗-homomorphism, ϕ, ψ : A → B are ∗-homomorphisms
with ∥ϕ(a) − ψ(a)∥ < δ for all a ∈ G, and ϕ̃ : A → E is a ∗-homomorphism with

πϕ̃ = ϕ, then there is a ∗-homomorphism ψ̃ : A0 → E such that πψ̃ = ψα and
∥ϕ̃(α(a))− ψ̃(a)∥ < ϵ for all a ∈ F .

The above theorem can be visualized as a diagram

(3.3)

E

A0 A B,

π

α

ψ̃

≈
F,ϵ

ϕ̃

ψ

ϕ

≈
G,δ

taking care to note that the triangle formed by ϕ̃, π, and ψ does not commute.
Theorem 3.3 has a striking consequence: two ∗-homomorphisms from a semipro-

jective C∗-algebra to a common codomain are homotopic whenever they are close in
the point-norm topology, with the bound depending only on the domain. Moreover,
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one can arrange the homotopy to be approximately constant. This is the content
of [5, Corollary 4.2].

The following is slight strengthening of this result that provides a relative version
for semiprojective ∗-homomorphisms and allows one to control the behavior of the
homotopy in a quotient. A weaker version of this result without control on the
length of the homotopy or the behavior of the homotopy in quotient appeared as
[8, Corollary 1.8].

Corollary 3.4. Let α : A0 → A be a semiprojective ∗-homomorphism between sep-
arable C∗-algebras A0 and A. For every finite set F ⊂ A0 and ϵ > 0, there are a
finite subset G ⊂ A and δ > 0 such that for all C∗-algebras B and E and ∗-homo-
morphisms π : E → B and ϕ, ψ : A → E such that π is surjective, πϕ = πψ, and
∥ϕ(a)−ψ(a)∥ < δ for all a ∈ G, there is a ∗-homomorphism h : A0 → IE satisfying
the following properties:

(i) evE0 h = ϕα and evE1 h = ψα;
(ii) π(h(a)(t)) = π(ϕ(α(a))) for all a ∈ A0 and t ∈ I;
(iii) ∥h(a)(t)− ϕ(α(a))∥ < ϵ for all a ∈ F and t ∈ I.

Proof. Let F ⊂ A0 and ϵ > 0 be given. Let G and δ be as provided by Theorem 3.3.
Given a surjective ∗-homomorphism π : E → B and ∗-homomorphisms ϕ, ψ : A→ E
with πϕ = πψ and ∥ϕ(a)− ψ(a)∥ < δ for all a ∈ G, define

Ê =
{
f ∈ IE : π

(
f(t)

)
= π

(
f(0)

)
for all t ∈ I

}
,

B̂ =
{
(e0, e1) ∈ E ⊕ E : π(e0) = π(e1)

}
,

(3.4)

and a surjective ∗-homomorphism

(3.5) π̂ : Ê → B̂ : f 7→
(
f(0), f(1)

)
.

Then ϕ⊕ ϕ and ϕ⊕ ψ are ∗-homomorphisms A→ B̂ with

(3.6) ∥(ϕ⊕ ϕ)(a)− (ϕ⊕ ψ)(a)∥ < δ, a ∈ G,

and ϕ ⊕ ϕ lifts along π̂ to the ∗-homomorphism A → Ê defined by sending a ∈ A
to the constant function with value ϕ(a). Let h : A0 → Ê ⊆ IE be the lift of ϕ⊕ψ
given by Theorem 3.3. □

The next result gives a strengthening of the definition semiprojectivity by de-
manding that the partial lift ϕ̃ in the definition extend a previously defined partial
lift. The proof below is extracted from the proof of [8, Theorem 1.7] (restated as
Theorem 3.3 above) which, in turn, is modeled on [5, Theorem 3.1]

Proposition 3.5. Let A0 and A be separable C∗-algebras and let α : A0 → A be a
semiprojective ∗-homomorphism. Suppose that

(3.7)

0 Jn En Bn 0

0 Jn+1 En+1 Bn+1 0

ιn

ρJn

πn

ρEn ρBn

ιn+1 πn+1

is an inductive system of extensions of C∗-algebras with limit

(3.8) 0 J E B 0,ι π
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and assume each ρJn is surjective. Given m ≥ 1 and ∗-homomorphisms ϕm : A →
Bm and ϕ̃ : A → E such that πϕ̃ = ρB∞,mϕm, there are an integer n ≥ m and a
∗-homomorphism ϕ̃n : A0 → En such that ρE∞,nϕ̃n = ϕ̃α and πnϕ̃n = ρBn,mϕmα.

Proof. For n ≥ m, consider the pullback C∗-algebra

(3.9) Pn = En ⊕Bn
Bm = {(en, bm) ∈ En ⊕Bm : πn(en) = ρBn,m(bm)},

as illustrated in the top-level of the diagram

(3.10)

0 Jn Pn Bm 0

0 Jn En Bn 0

0 Jn+1 Pn+1 Bm 0

0 Jn+1 En+1 Bn+1 0,

ι̃n

ρJn ρPn

pr(2)n

pr(1)n ρBn,m

ιn πn

ι̃n+1 pr
(2)
n+1

pr
(1)
n+1 ρBn+1,m

ιn+1

ρJn

πn+1

ρEn ρBn

where ι̃n maps x ∈ Jn to (x, 0) ∈ Pn, pr
(1)
n and pr

(2)
n are the projections onto the

first and second coordinates, respectively, and ρPn : Pn → Pn+1 applies ρEn to the
first coordinate. It is straightforward that (3.10) commutes.

The fact that every ρJn is surjective implies that every ρPn is surjective. Let P be
the inductive limit of (P , ρP ). Taking the inductive limit over n in (3.10) produces
a commutative diagram

(3.11)

0 J P Bm 0

0 J E B 0

ι̃ pr(2)∞

pr(1)∞ ρB∞,m

ι π

with exact rows. Therefore, the right square in (3.11) is a pullback square. It

follows that ϕ̃ and ϕm induce a ∗-homomorphism ψ : A → P with pr
(1)
∞ ψ = ϕ̃ and

pr
(2)
∞ ψ = ϕm. Since α is semiprojective, there are n ≥ m and a ∗-homomorphism

ψn : A0 → Pn such that ρP∞,nψn = ψα. Define ϕ̃n = pr
(1)
n ψn. Then

(3.12) ρE∞,nϕ̃n = ρE∞,npr
(1)
n ψn = pr(1)∞ ρP∞,nψn = pr(1)∞ ψα = ϕ̃α.

Furthermore,

πnϕ̃n = πnpr
(1)
n ψn

= ρBn,mpr(2)n ψn

= ρB∞,mpr(2)∞ ρP∞,nψn

= ρBn,mpr(2)∞ ψα

= ρBn,mϕnα.

(3.13)

so ϕ̃n satisfies the required properties. □
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The following two lemmas and their proofs are standard and well-known to
experts, but we could not find precise references, so we include the proofs here.

Lemma 3.6. Suppose A0 and A are separable C∗-algebras and α : A0 → A is a
semiprojective ∗-homomorphism. For every finite set G ⊆ A0 and δ > 0, there is
a finite set H ⊆ A and γ > 0 such that if B is a C∗-algebra and ϕ : A → B is a
self-adjoint linear map with ∥ϕ(a1a2) − ϕ(a1)ϕ(a2)∥ < γ for all a1, a2 ∈ H, then
there is a ∗-homomorphism ϕ′ : A0 → B such that ∥ϕ′(a) − ϕ(α(a))∥ < δ for all
a ∈ G.

Proof. Suppose the result fails for some finite set G ⊆ A and δ > 0. Let (Hn)
∞
n=1 be

an increasing sequence of finite subsets of A with dense union and set γn = 1/n. For
each n ≥ 1, there are a C∗-algebra Bn and a self-adjoint linear map ϕn : A → Bn
such that ∥ϕn(a1a2)− ϕn(a1)ϕn(a2)∥ < γn for all a1, a2 ∈ Hn but such that there
is no ∗-homomorphism ϕ′ : A→ Bn with ∥ϕ′(a)− ϕn(α(a))∥ < δ for all a ∈ G.

Let B =
∏∞
n=1Bn/

⊕∞
n=1Bn. Then the sequence (ϕn)

∞
n=1 induces a ∗-ho-

momorphism ϕ : A → B. Realizing B as an inductive limit of the C∗-algebras∏∞
m=nBm for n ≥ 1, with the connecting maps given by the canonical projec-

tions, there are an integer n ≥ 1 and a ∗-homomorphism ϕ′ : A0 →
∏∞
m=nBm such

that ϕ′ lifts ϕα, since α is semiprojective. If we denote the components of ϕ′ by
ϕ′m : A0 → Bm for m ≥ n, then limm ∥ϕ′m(a)− ϕm(α(a))∥ = 0 for all a ∈ A0. This
contradicts the choice of ϕm for some sufficiently large m ≥ n. □

The following consequence of Lemma 3.6 and Theorem 3.3 will be used in the
proof of our relative homotopy lifting result in Theorem 4.3.

Lemma 3.7. Suppose A0, A, B, and E are C∗-algebras with A0 and A separable.
Let α : A0 → A be a semiprojective ∗-homomorphism, π : E → B be a surjective
∗-homomorphism, and ϕ : A→ B be a ∗-homomorphism. If there is an approximate
morphism (σλ) : A → E such that limλ ∥π(σλ(a)) − ϕ(a)∥ = 0 for all a ∈ A, then

there is a ∗-homomorphism ϕ̃ : A0 → E such that πϕ̃ = ϕα.

Proof. By [8, Lemma 1.2], there are a separable C∗-algebra A1 and semiprojective
∗-homomorphisms α0 : A0 → A1 and α1 : A1 → A such that α = α1α0. Apply
Theorem 3.3 to the semiprojective ∗-homomorphism α0 with F = ∅ and ϵ = 1 to
obtain the corresponding finite set G ⊆ A1 and δ > 0. Then apply Lemma 3.6 with
α1 in place of α and δ/2 in place of δ to obtain a corresponding finite set H ⊆ A and
γ > 0. Choose λ such that for all a1, a2 ∈ H, we have ∥σλ(a1a2)−σλ(a1)σλ(a2)∥ < γ
and ∥π(σλ(a)) − ϕ(a)∥ < δ/2 for all a ∈ G. By the choice of H and γ, there is a
∗-homomorphism σ′ : A1 → E such that ∥σ′(a) − σλ(α1(a))∥ < δ/2 for all a ∈ G.
Now, we have ∥π(σ′(a)) − ϕ(α1(a))∥ < δ for all a ∈ G. By the choice of G and δ,

there is a ∗-homomorphism ϕ̃ : A0 → E such that πϕ̃ = ϕα1α0 = ϕα. □

4. A relative homotopy lifting property

We now recall the formal definition of the homotopy lifting property described in
the introduction and introduce a relative version of the property for ∗-homomorph-
isms.

Definition 4.1. For C∗-algebras A0, A, B, and E and ∗-homomorphisms α : A0 →
A and π : E → B with π surjective, we say the pair (α, π) satisfies the homotopy
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lifting property if the diagram completion problem

(4.1)

A

A0

IE E

IB B

ϕ̃

θ

α

θ̃

evE
0

Iπ π

evB
0

always has a solution θ̃, where each arrow represents a ∗-homomorphism. We say
(A, π) satisfies the homotopy lifting property if (idA, π) does.

The following result of Blackadar is the main result of [5]. It provides large
classes of examples of C∗-algebras for which the homotopy lifting property holds.

Theorem 4.2 ([5, Theorem 5.1]). If A is a separable semiprojective C∗-algebra
and π is a surjective ∗-homomorphism, then (A, π) satisfies the homotopy lifting
property.

We have been unable to prove a relative version of Theorem 4.2 for semiprojective
∗-homomorphisms. If such a result is true, then the asymptotic homotopy lifting
property would hold for all separable C∗-algebras and surjective ∗-homomorphisms
via our proof of Theorem A (see Theorem 5.2). The following relative homotopy
lifting property with respect to approximate ∗-homomorphisms will lead to Theo-
rem B.

Theorem 4.3. Let A0, A, B, and E be C∗-algebras with A0 and A separable. If
α : A0 → A is a semiprojective ∗-homomorphisms and π : E → B is a surjective
approximately decomposable ∗-homomorphism, then (α, π) satisfies the homotopy
lifting property.

Proof. Consider ∗-homomorphisms θ : A → IB and ϕ̃ : A → E with πϕ̃ = evB0 θ.
Let Zπ = {(e, f) ∈ E ⊕ IB : π(e) = f(0)} be the mapping cylinder of π. The map
ϖ : IE → Zπ given by ϖ(g) = (g(0), πg) is a ∗-homomorphism. Further, note that
ϖ is surjective. Indeed, if (e, f) ∈ Zπ, then the surjectivity of Iπ implies there

exists f̃ ∈ IE such that πf̃ = f . Define g ∈ IE by

(4.2) g(s) = (1− s)
(
e− g(0)

)
+ g(t), s ∈ I.

Then πg = f and g(0) = e, so ϖ(g) = (e, f), as required. By Lemma 3.7, it is

enough to construct an approximate morphism (θ̃λ) : A→ IE with

(4.3) lim
λ

∥∥ϖ(
θ̃λ(a)

)
−

(
ϕ̃(a), θ(a)

)∥∥ = 0, a ∈ A.

Indeed, in this case, (ϕ̃ ⊕ θ)α lifts along ϖ to a ∗-homomorphism θ̃ : A0 → IE,

which necessarily satisfies evE0 θ̃ = ϕ̃α and (Iπ)θ̃ = θα.
To this end, let ι : ker(π) → E be the inclusion map and use Proposition 2.5

to obtain approximate morphisms (σλ) : B → E and (ρλ) : E → ker(π) that are
self-adjoint, linear, pointwise-bounded, and satisfy

(4.4) ρλι = idker(π), πσλ = idB , and ιρλ + σλπ = idE
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for every λ. Define ϑ̃λ : A→ IE by

(4.5) ϑ̃λ(a)(s) = ρλ
(
ϕ̃(a)

)
+ σλ

(
θ(a)(s)

)
, a ∈ A, s ∈ I.

For all a ∈ A and for all λ, we have

ϑ̃λ(a)(0) = ρλ
(
ϕ̃(a)

)
+ σλ

(
π
(
ϕ̃(a)

))
= (ιρλ + σλπ)

(
ϕ̃(a)

)
= ϕ̃(a).

(4.6)

Moreover,

(4.7) π
(
ϑ̃λ(a)(s)

)
= π

(
σλ

(
θ(a)(s)

))
= θ(a)(s), a ∈ A, s ∈ I, λ.

Therefore, ϖϑ̃λ = ϕ̃⊕ θ for all λ.
The proof would be finished if we proved that (ϑ̃λ) is an approximate morphism.

Unfortunately, this may not be the case, and we must work a bit harder to obtain
an approximate morphism that does the job. To this end, use Proposition 1.2(iii) to
obtain an approximate morphism (σ′

λ) : B → E, indexed by the same directed set,
that is pointwise-bounded, equicontinuous, and satisfies limλ ∥σ′

λ(b) − σλ(b)∥ = 0

for all b ∈ B. Define θ̃λ : A→ IE by

(4.8) θ̃λ(a)(s) = ρλ
(
ϕ̃(a)

)
+ σ′

λ

(
θ(a)(s)

)
, a ∈ A, s ∈ I,

and note that

(4.9) lim
λ

∥θ̃λ(a)(s)− ϑ̃λ(a)(s)∥ = 0, a ∈ A, s ∈ I.

Fix a1, a2 ∈ A. Let fλ ∈ IC be given by

(4.10) fλ(s) = ∥θ̃λ(a1a2)(s)− θ̃λ(a1)(s)θ̃λ(a2)(s)∥, s ∈ I.

Then (fλ) is uniformly bounded, equicontinuous, and converges pointwise to 0. The
Arzelà–Ascoli Theorem implies that (fλ) is contained in a ∥ · ∥-compact subspace
of IC. Since every ∥ · ∥-convergent subnet of (fλ) converges to 0, it follows that
(fλ) converges uniformly to 0. Therefore,

(4.11) lim
λ

∥θ̃λ(a1a2)− θ̃λ(a1)θ̃λ(a2)∥ = 0, a1, a2 ∈ A.

A similar argument shows that

(4.12) lim
λ

∥∥θ̃λ(r1a1+s2a2)− (
r1θ̃λ(a1)+ r2θ̃λ(a2)

)∥∥ = 0, r1, r2 ∈ C, a1, a2 ∈ A,

and also that

(4.13) lim
λ

∥θ̃λ(a∗)− θ̃λ(a)
∗∥ = 0, a ∈ A.

The last three equations together imply that (θ̃λ) is an approximate morphism.
Note that (4.9) implies that

(4.14) lim
λ

∥∥π(θ̃λ(a)(s))− θ(a)(s)
∥∥ = 0, a ∈ A, s ∈ I.

Another application of equicontinuity shows that this convergence is uniform in s,
and so

(4.15) lim
λ

∥∥(Iπ)(θ̃λ(a))− θ(a)
∥∥ = 0, a ∈ A.

Further, limλ ∥θ̃λ(a)(0)− ϕ̃(a)∥ = 0 for all a ∈ A by (4.6) and (4.9). This together
with (4.15) implies (4.3), as required. □
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5. The asymptotic homotopy lifting property

Without further ado, we formally introduce the asymptotic homotopy lifting
property discussed in the introduction.

Definition 5.1. For C∗-algebras A, B, and E and a surjective ∗-homomorphism
π : E → B, we say the pair (A, π) has the asymptotic homotopy lifting property if
the diagram completion problem

(5.1)

A

IE E

IB B

∼=

∼=≈θ̃

≈
θ

≈
ϕ̃

Iπ

evE
0

π

evB
0

always has a solution; i.e., given asymptotic morphisms ϕ̃ : A
≈−→ E and θ : A

≈−→ IB

with evB0 θ
∼= πϕ̃, there is an asymptotic morphism θ̃ : A

≈−→ IE with evE0 θ̃
∼= ϕ̃ and

(Iπ)θ̃ ∼= θ.

Theorems A and B will both be derived as corollaries of Theorem 5.2 below,
which reduces the asymptotic homotopy lifting property to the relative homotopy
lifting property for genuine ∗-homomorphisms. The proof is deferred to the next
section, but we will show here how deduce the main theorems in the introduction
from this theorem.

Theorem 5.2. Suppose A, B, and E are C∗-algebras with A separable and π : E →
B is a surjective ∗-homomorphism. Fix a shape system (A,α) for A. If (αn, π) and
(αn, Iπ) satisfy the homotopy lifting property for all n ≥ 1, then (A, π) satisfies the
asymptotic homotopy lifting property.

Combining this reduction theorem with Blackadar’s homotopy lifting theorem
(Theorem 4.2) gives Theorem A.

Proof of Theorem A. Suppose (A,α) is an inductive system of semiprojective C∗-
algebras with limit A and π : E → B is a surjective ∗-homomorphism between
C∗-algebras B and E. Then Iπ : IE → IB is also a surjective ∗-homomorphism.
By Theorem 4.2, (An, π) and (An, Iπ) satisfy the homotopy lifting property for all
n ≥ 1, and it follows that (αn, π) and (αn, Iπ) satisfy the homotopy lifting property
for all n ≥ 1. By Theorem 5.2, the pair (A, π) satisfies the asymptotic homotopy
lifting property. □

Using essentially the same proof but quoting Theorem 4.3 in place of Theorem 4.2
yields the following result. Note that this implies Theorem B, as quasidiagonal
extensions are approximately decomposable (Proposition 2.2).

Corollary 5.3. If A, B, and E are separable C∗-algebras and π : E → B is a
surjective approximately decomposable ∗-homomorphism, then (A, π) satisfies the
asymptotic homotopy lifting property.

Proof. First we show that Iπ : IE → IB is approximately decomposable. Us-
ing that π is approximately decomposable, there is an approximate morphism
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(σλ) : B → E, indexed over a directed set Λ, as in Definition 2.1. By Lemma 2.4,
we may further assume that (σλ) is pointwise bounded. Let σΛ : B → EΛ be
the ∗-homomorphism induced by (σλ) as in the remarks after Definition 1.1, let
πΛ : EΛ → BΛ be the ∗-homomorphism given by applying π in each coordinate,
and let ιEΛ : E → EΛ be the canonical inclusion. Then πΛσΛ = ιBΛ and ιEΛ (e)σΛ(b) =
σΛ(π(e)b) for all b ∈ B and e ∈ E.

Composing IσΛ : IB → IEΛ with the natural embedding IEΛ → (IE)Λ produces
a ∗-homomorphisms σ̄Λ : IB → (IE)Λ satisfying (Iπ)Λσ̄Λ = ιIBΛ and ιIEΛ (f)σ̄Λ(g) =
σ̄Λ((Iπ)(f)g) for all f ∈ IE and g ∈ IB. Any lift of σ̄Λ to a net of functions
(σ̄λ) : IB → IE will satisfy the conditions of Definition 2.1, proving that Iπ is
approximately decomposable.

To finish the proof, fix a shape system (A, ,α) for A and note that (αn, π) and
(αn, Iπ) satisfy the homotopy lifting property for all n ≥ 1 by Theorem 4.3. The
result now follows from Theorem 5.2. □

The simple idea behind the proof of Theorem 5.2 is somewhat obscured by the
analytic details, so we provide a sketch. For the purposes of this sketch we assume
both (An, π) and (An, Iπ) satisfy the homotopy lifting property (which is the case
if An is semiprojective by Theorem 4.2). This extra hypothesis allows us to sup-
press the index shift in the proof of Theorem 5.2, which adds no extra technical
difficulty but introduces slightly distracting notation. Consider asymptotic mor-

phisms ϕ̃ : A
≈−→ E and θ : A

≈−→ IB satisfying evB0 θ
∼= πϕ̃. We need to construct

an asymptotic morphism θ̃ : A
≈−→ IE with evE0 θ̃

∼= ϕ̃ and (Iπ)θ̃ ∼= θ.

Fix a shape system (A,α) for A. We will construct θ̃ via a diagrammatic repre-

sentation (θ̃, k̃, t) : (A,α) → IE. The most difficult part of the proof is construct-

ing compatible diagrammatic representations for ϕ̃ and θ, which is the content of
Lemma 6.2. This will provide diagrammatic representations

(5.2) (ϕ̃, h̃, t) : (A,α) → E and (θ, k, t) : (A,α) → IB

satisfying (evE0 )∗(θ, k, t) = π∗(ϕ̃, h̃, t). Let (ϕ, h, t) = π∗(ϕ̃, h̃, t).
We prefer to visualize this data as in the diagram below:

(5.3)

ϕ1 ϕ2α1h1

θ2α1θ1 k1

ϕ2 ϕ3α2h2

θ3α2θ2 k2

Hom(A1, B) Hom(A2, B) · · ·
α∗
2α∗

1

· · ·

Here, we regard the sets Hom(An, B) as topological spaces with the point-norm
topology. Moreover, the maps hn, θn : An → IB and kn : A→ I(IB) are identified
with continuous functions I → Hom(An, B) and I2 → Hom(An, B). The bridge
between the squares is meant to suggest that the left edge of square n+ 1 is being

mapped to the right edge of square n and the asymptotic morphism A
≈−→ IB is

essentially given by gluing these squares together via this identification.
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Now consider a similar picture with E in place of B, where the bottom edges of
the squares are given by the diagrammatic representation of ϕ̃:

(5.4)

ϕ̃1 ϕ̃2α1h̃1

θ̃2α1θ̃1 k̃1

ϕ̃2 ϕ̃3α2h̃2

θ̃3α2θ̃2 k̃2

Hom(A1, E) Hom(A2, E) · · ·
α∗
2α∗

1

· · ·

The goal is to define the maps θ̃n and k̃n completing the schematic in (5.4) so
that (5.4) is a lift of (5.3) along the quotient map π. This will be done in two
stages. First, the homotopy lifting property for (An, π) provides a

∗-homomorphism

θ̃n : An → IE such that evE0 θ̃n = ϕ̃n and (Iπ)θ̃n = θn. This fills in the left (and
hence also the right) side of each square in (5.4).

To complete the interior and top edge of the squares in (5.4), let X ⊆ I2 denote
the subspace consisting of the left, right, and bottom edge of the square, and note
that there is a homeomorphism I2 → I2 mapping X onto I×{0} ⊆ I2. View kn as

a ∗-homomorphism A → I2B and let l̃n : An → XE denote the ∗-homomorphisms
determined by (5.4). Then (Xπ)l̃n : A→ XB coincides with the composition of kn
with the restriction map I2B → XB. The homotopy lifting property of (An, Iπ)

(in the form of Lemma 6.3) then provides a ∗-homomorphism k̃n : A→ I2E lifting

kn and l̃n, hence completing the diagram (5.4).

View k̃n as a map An → I(IE). Then the maps θ̃n and k̃n provide a diagram-

matic representation (θ̃, k̃, t) for an asymptotic ∗-homomorphisms θ̃ : A
≈−→ IE. By

construction,

(5.5) (evE0 )∗(θ̃, k̃, t) = (ϕ̃, h̃, t) and (Iπ)∗(θ̃, k̃, t) = (θ, k, t),

and hence evE0 θ̃
∼= ϕ̃ and (Iπ)θ̃ ∼= θ, so θ̃ satisfies the required properties.

In the actual proof of Theorem 5.2 in the next section, we only know that (αn, π)
and (αn, Iπ) satisfy the homotopy lifting property instead of (An, π) and (An, Iπ).
The main difference is that one must shift the index in each application of the
homotopy lifting property, both for lifting the left edges of the squares and the
interior of the squares. Hence the diagram in (5.4) will lift the diagram obtained by
shifting (5.3) two stages to the left (and removing the left two squares). This will
not affect the limiting asymptotic morphisms. Aside from this change and taking
more care with the identifications being made, the proof of Theorem 5.2 will follow
the above outline closely.

6. Proof of Theorem 5.2

As discussed in the sketch of the proof of Theorem 5.2 in the previous section,
the bulk of the work is in constructing compatible diagram representations of θ and
ϕ̃. Before tackling this problem, we isolate the following simple lemma.

Lemma 6.1. The functor Cb(R+, · ) is exact.
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Proof. Fix an exact sequence

(6.1) 0 −→ J
ι−→ E

π−→ B −→ 0

of C∗-algebras, and consider the induced sequence

(6.2) 0 −→ Cb(R+, J)
ῑ−→ Cb(R+, E)

π̄−→ Cb(R+, B) −→ 0.

Exactness at Cb(R+, J) and Cb(R+, E) is clear, so it suffices to prove that π̄ is
surjective. To this end, fix f ∈ Cb(R+, B). Let fn = f |[n,n+1] for n ≥ 0. By the
exactness of C([n, n + 1], · ), there exists g′n ∈ C([n, n + 1], E) with ∥g′n∥ ≤ ∥fn∥
and πg′n = fn. Define gn ∈ C([n, n+ 1], E) by

(6.3) gn(a)(t) = g′n(a)(t) + (t− n)
(
g′n+1(a)(n)− g′n(a)(n+ 1)

)
.

Then πgn = fn, ∥gn∥ ≤ 3∥fn∥, and gn(n+1) = gn+1(n+1) for all n ≥ 0. Therefore,
(gn)

∞
n=0 induces g ∈ Cb(R+, E) satisfying π̄(g) = πg = f . □

The following lemma provides the diagrammatic representations we need. When
the result is applied, we will have D = IB and ψ = evB0 , but the structure of IB
and the map evB0 play no role in the proof, and it is notationally convenient to
prove this slightly more general form.

Lemma 6.2. Suppose A, B, D, and E are C∗-algebras with A separable, (A,α)
is a shape system for A, and ψ : D → B and π : E → B are ∗-homomorphisms

with π surjective. If ϕ̃ : A
≈−→ E and θ : A

≈−→ D are asymptotic morphisms with
ψθ ∼= πϕ̃, then there are diagrammatic representations (θ, k, t) : (A,α) → D and

(ϕ̃, h̃, t) : (A,α) → E of θ and ϕ̃ such that ψ∗(θ, k, t) = π∗(ϕ̃, h̃, t).

Proof. By Proposition 3.1, there is a strictly increasing sequence (mn)
∞
n=1 of posi-

tive integers and a morphism

(6.4)

A1 A2 A3 · · ·

Cb(R≥m1
, D) Cb(R≥m2

, D) Cb(R≥m3
, D) · · ·

α1

Θ1

α2

Θ2

α3

Θ3

ρD1 ρD2 ρD3

of inductive systems inducing θas : A → Das, where ρDn denotes the restriction
map. Define ψ̄n : Cb(R≥mn

, D) → Cb(R≥mn
, B) by ψ̄n(f)(t) = ψ(f(t)) for all

f ∈ Cb(R≥mn , D), t ∈ R≥mn , and n ≥ 1.
Let J = ker(π) and let ι : J → E denote the inclusion map. By Lemma 6.1,

there is an inductive system of exact sequences of C∗-algebras

(6.5)

0 Cb(R≥mn
, J) Cb(R≥mn

, E) Cb(R≥mn
, B) 0

0 Cb(R≥mn+1
, J) Cb(R≥mn+1

, E) Cb(R≥mn+1
, B) 0,

ῑn

ρJn

π̄n

ρEn ρBn

ῑn+1 π̄n+1

where the vertical maps are the restriction maps and the horizontal maps ῑn and π̄n
are given by applying ι and π pointwise. Taking the inductive limit over n yields
the exact sequence

(6.6) 0 Jas Eas Bas 0.
ιas πas
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The maps ψ̃n+2Θn+2 : An+2 → Cb(Rmn+2
, B) and ϕ̃asα∞,n+2 : An+2 → Eas sat-

isfy

(6.7) ρB∞,n+2ψ̄n+2Θn+2 = πasϕ̃asα∞,n+2,

since πϕ̃ ∼= ψθ. Therefore, by Proposition 3.5 (enlarging the mn if necessary), there

exist ∗-homomorphisms Φ̃n+1 : An+1 → Cb(R≥mn+2 , E) for n ≥ 1 such that

(6.8)
ρE∞,n+2Φ̃n+1 = ϕ̃asα∞,n+1 and

π̄n+2Φ̃n+1 = ψ̄n+2Θn+2αn+1.

Note that, for all n ≥ 1, ρEn+2Φ̃n+1 and Φ̃n+2αn+1 are equal after applying ρE∞,n+3,
since by (6.8),

ρE∞,n+3ρ
E
n+2Φ̃n+1 = ρE∞,n+2Φ̃n+1

(6.8)
= ϕ̃asα∞,n+1

= ϕ̃asα∞,n+2αn+1

(6.8)
= ρE∞,n+3Φ̃n+2αn+1.

(6.9)

In particular, for all n ≥ 1 and a ∈ An+1,

(6.10) lim
t

∥∥Φ̃n+1(a)(t)− Φ̃n+2

(
αn+1(a)

)
(t)

∥∥ = 0.

By Lemma 1.6, there are finite sets Fn ⊆ An such that αn(Fn) ⊆ Fn+1 for all
n ≥ 1 and such that

⋃∞
n=1 α∞,n(Fn) is dense in A. Let (ϵn)

∞
n=1 be a decreasing

sequence of strictly positive real numbers with
∑∞
n=1 ϵn <∞. Apply Corollary 3.4

to αn : An → An+1, Fn ⊆ An, and ϵn > 0 to obtain a corresponding finite set
Gn+1 ⊆ An+1 and tolerance δn+1 > 0. Enlarging the Gn and decreasing the δn if
necessary, we may assume Fn ⊆ Gn+1 and ϵn > δn+1. Then use (6.10) to construct
a strictly increasing sequence (tn)

∞
n=1 ⊆ R such that, for all n ≥ 1 and tn ≥ mn+2,

(6.11)
∥∥Φ̃n+1(a)(t)− Φ̃n+2

(
αn+1(a)

)
(t)

∥∥ < δn+1, a ∈ Gn+1, t ≥ tn+1.

Define ∗-homomorphisms θn : An → D by θn(a) = Θn(a)(tn) for all a ∈ An and
n ≥ 1. Also, for n ≥ 1, define homotopies k′n : An → ID by

(6.12) k′n(a)(s) = Θn(a)
(
(1− s)tn + stn+1

)
, a ∈ An, s ∈ I.

Then, by construction, (θ, k′, t) is a diagrammatic representation of θ.

Note that if we define ϕ̃n : An → E and h̃n : A→ IE in the analogous way, then
(ϕ̃, h̃, t) need not be a diagrammatic representation of an asymptotic morphism.

Indeed, the ∗-homomorphisms ϕ̃n+1αn and evE1 h̃n need not be equal; they are,
however, point-norm close by (6.11) and the choice of the sequence (tn)

∞
n=1. We

will use Corollary 3.4 to bridge the gap between these ∗-homomorphisms via short
homotopies and perturb the homotopies k′n to account for this extra path. In the

construction below, we also start by defining a homotopy h̃′n+1 : An+1 → IE; the
index shift allows us to exploit the semiprojectivity of αn in the application of
Corollary 3.4.

Following this strategy, for n ≥ 1, we define a ∗-homomorphism ϕ̃n : An → E by

(6.13) ϕ̃n(a) = Φ̃n+1

(
αn(a)

)
(tn), a ∈ An,
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and a homotopy h̃′n+1 : An+1 → IE by

(6.14) h̃′n+1(a)(s) = Φ̃n+1(a)
(
(1− s)tn + stn+1

)
, a ∈ An+1, s ∈ I.

Note that evE0 h̃
′
n+1αn = ϕ̃n. Moreover, we have

(6.15) πϕ̃n = ψθn and (Iπ)h̃′n+1αn = (Iψ)k′n

by the second equation in (6.8). Indeed, if a ∈ An, then

π
(
ϕ̃n(a)

) (6.13)
= π

(
Φ̃n+1

(
αn(a)

)
(tn)

)
= (π̄nΦ̃n+1αn)(a)(tn)

(6.8)
= (ψ̄n+2Θn+2αn+2,n)(a)(tn)

(6.4)
= ψ

(
Θn(a)(tn)

)
= ψ(θn(a)),

(6.16)

which proves the first equality in (6.15). For the second equality, note that for each
a ∈ An, we have(

(Iπ)h̃′n+1αn
)
(a)(s) = π

((
αn(a)

)
(s)

)
(6.14)
= π

(
Φ̃n+1(a)

(
(1− s)tn + stn+1

))
= (π̄n+2Φ̃n+1)(a)

(
(1− s)tn + stn+1

)
(6.8)
= (ψ̄n+2Θn+2αn+2,n)(a)

(
(1− s)tn + stn+1

)
(6.4)
= (ψ̄nΘn)(a)

(
(1− s)tn + stn+1

)
= ψ

(
Θn(a)

(
(1− s)tn + stn+1

))
(6.12)
= ψ

(
k′n(a)(s)

)
,

(6.17)

which shows the second equality in (6.15).

We can also estimate evE1 h̃
′
n+1 as follows. For n ≥ 1 and a ∈ An+1, we have

h̃′n+1(a)(1)
(6.14)
= Φ̃n+1(a)(tn+1)(6.18)

and

ϕ̃n+1(a)
(6.13)
= Φ̃n+2

(
αn+1(a)

)
(tn+1).(6.19)

Combining the previous two equations with (6.11) produces

(6.20) ∥h̃′n+1(a)(1)− ϕ̃n+1(a)∥ < δn+1, a ∈ Gn+1.

For n ≥ 1, choose γn ∈ (0, 1) such that for all s1, s2 ∈ I with |s1 − s2| < γn, we
have the estimates

∥k′n(a)(s1)− k′n(a)(s2)∥ < ϵn, a ∈ Fn,(6.21)

and

∥h̃′n+1(a)(s1)− h̃′n+1(a)(s2)∥ < ϵn, a ∈ Fn+1.(6.22)

Define a continuous function

(6.23) fn : I → I : s 7→

{
s

1−γn 0 ≤ s ≤ 1− γn,

1 1− γn < s ≤ 1,
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and note that |fn(s)− s| < γn for all s ∈ I.
Define kn : An → ID by kn(a)(s) = k′n(a)(fn(s)) for a ∈ An, s ∈ I, and n ≥ 1.

Then ∥kn(a)−k′n(a)∥ < ϵn for all a ∈ Fn and n ≥ 1 by the choice of γn. Lemma 1.5
implies that (θ, k, t) is diagrammatic representation of θ. We work to construct a

diagrammatic representation (ϕ̃, h̃, t) of ϕ with ψ∗(θ, k, t) = π∗(ϕ̃, h̃, t).
For n ≥ 1 and a ∈ An+1, we have

π
(
h̃′n+1(a)(1)

) (6.14)
= π

(
Φ̃n+2

(
αn+1(a)

)
(tn+1)

)
(6.8)
= ψ

(
Θn+2

(
αn+1(a)

)
(tn+1)

)
(6.4)
= ψ

(
Θn+1(a)(tn+1)

)
(6.12)
= ψ

(
k′n(a)(0)

)
= ψ

(
θn+1(a)

)
(6.15)
= π

(
ϕ̃n+1(a)

)
,

(6.24)

where the unlabeled equality holds since (θ, k′, t) is a diagrammatic representation

of an asymptotic morphism. So, πevE1 h̃
′
n+1 = πϕ̃n+1 = ψθn+1. The choice of Gn+1

and δn+1, together with (6.20), now implies there is a homotopy h̃′′n : An → IE such
that

h̃′′n(a)(0) = h̃′n+1

(
αn(a)

)
(1), a ∈ An,(6.25)

h̃′′n(a)(1) = ϕ̃n+1

(
αn(a)

)
, a ∈ An,(6.26)

π
(
h̃′′n(a)(s)

)
= ψ

(
θn+1

(
αn(a)

))
a ∈ An, s ∈ I,(6.27)

and ∥∥h̃′′n(a)(s)−h̃′n+1

(
αn(a)

)
(1)

∥∥ < ϵn, a ∈ Fn.(6.28)

Define a homotopy h̃n : An → IE by

(6.29) h̃n(a)(s) =

{
h̃′n+1

(
αn(a)

)(
fn(s)

)
, 0 ≤ s ≤ 1− γn,

h̃′′n(a)
( s−(1−γn)

γn

)
, 1− γn < s ≤ 1,

a ∈ An, s ∈ I,

noting that continuity follows from (6.25). For n ≥ 1 and a ∈ An, using (6.13) and
(6.14), we have

h̃n(a)
(6.29)
= h̃′n

(
αn(a)

)
(0)

(6.14)
= Φ̃n+1

(
αn(a)

)
(tn)

(6.13)
= ϕ̃n(a).

(6.30)

So evE0 h̃n = ϕ̃n. Similarly,

h̃n(a)(1)
(6.29)
= h̃′′n(a)(1)

(6.26)
= ϕ̃n+1

(
αn(a)

)
,

(6.31)

and hence evE1 h̃n = ϕ̃n+1αn. Therefore, (ϕ̃, h̃, t) : (A,α) → E is a diagrammatic
representation of an asymptotic morphism.
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We claim π∗(ϕ̃, h̃, t) = ψ∗(θ, k, t). To this end, it suffices to show (Iπ)h̃n =

(Iπ)kn for all n ≥ 1 since the equalities πϕ̃n = ψθn would then follow by evaluating
these homotopies at 0. Fix n ≥ 1, a ∈ An, and s ∈ I. If 0 ≤ s ≤ 1− γn, then

π
(
h̃n(a)(s)

) (6.29)
= π

(
h̃′n+1

(
αn(a)

)(
fn(s)

))
(6.15)
= ψ

(
k′n(a)

(
fn(s)

))
= ψ(kn(a)(s)),

(6.32)

using the definition of kn (given just after (6.34)) in the last equality. Further, if
1− γn < s ≤ 1, then

π
(
h̃n(a)(s)

) (6.29)
= π

(
h̃′′n(a)

(s− (1− γn)

γn

))
(6.27)
= ψ

(
θn+1

(
αn(a)

))
= ψ

(
kn(a)(1)

)
(6.23)
= ψ

(
kn(a)

(
fn(s)

))
,

(6.33)

where the third equality holds since (θ, k, t) is a diagrammatic representation of an
asymptotic morphism. Therefore, the claim holds.

It remains to show that the diagrammatic representation (ϕ̃, h̃, t) induces the

asymptotic morphism ϕ̃. Let ϕ̃′ : A
≈−→ E be the asymptotic morphism induced by

(ϕ̃, h̃, t). We must show ϕ̃ ∼= ϕ̃′. To this end, it suffices to show ϕ̃as = ϕ̃′as : A→ Eas.
We start by showing that for all n ≥ 1,∥∥h̃n(a)(s)− h̃′n+1

(
αn(a)

)
(s)

∥∥ < 2ϵn, a ∈ Fn, s ∈ I.(6.34)

For s ∈ I, we have |fn(s)−s| < γn as noted just after (6.23). Since αn(Fn) ⊆ Fn+1,
(6.22) implies∥∥h̃′n+1

(
αn(a)

)(
f(s)

)
− h̃′n+1

(
αn(a)

)
(s)

∥∥ < ϵn, a ∈ Fn, s ∈ I.(6.35)

When 0 ≤ s ≤ 1−γn, (6.34) follows (with ϵn in place of 2ϵn), using (6.29) to identify

h̃′n+1(αn(a))(f(s)) with h̃n(a)(s). When 1 − γn < s ≤ 1, we have f(s) = 1 by
(6.23), so (6.34) follows from combining (6.28) and (6.35), using (6.29) to compute

h̃n(a)(s). This completes the proof of (6.34).
For n ≥ 1, let ϵ′n =

∑∞
m=n ϵm and note that limn ϵ

′
n = 0, since

∑∞
m=1 ϵm < ∞.

We will show that

(6.36)
∥∥ϕ̃as(α∞,n(a)

)
− ϕ̃′as

(
α∞,n(a)

)∥∥ ≤ 2ϵn + ϵ′n, a ∈ Fn, n ≥ 1.

Since
⋃∞
n=1 α∞,n(Fn) is dense in A, limn ϵn = 0, and limn ϵ

′
n = 0, (6.36) will prove

ϕ̃as = ϕ̃′as, completing the proof.

Fix n ≥ 1. Define Φ̃′
n : An → Cb(R≥mn+2

, E) by

(6.37) Φ̃′
n(a)(t) =

{
ϕ̃n(a) mn+2 ≤ t < tn

h̃m
(
αm,n(a)

)
( t−tm
tm+1−tm ) tm ≤ t < tm+1, m ≥ n,

for a ∈ An and t ∈ R≥mn+2 . Then

(6.38) ϕ̃′asα∞,n = ρE∞,n+2Φ̃
′
n and ϕ̃asα∞,n

(6.23)
= ρE∞,n+2Φ̃n+1αn,
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We will prove the following bound, which readily implies (6.36):

(6.39)
∥∥Φ̃n+1

(
αn(a)

)
(t)− Φ̃′

n(a)(t)
∥∥ < 2ϵn + ϵ′n, a ∈ Fn, t ≥ tn.

With n ≥ 1 still fixed, let a ∈ Fn and t ≥ tn be given. Let m ≥ n be such that
tm ≤ t < tm+1. Since αn(Fn) ⊆ Gn+1 and ϵn > δn+1, applying (6.11) inductively
yields

(6.40)
∥∥Φ̃n+1

(
αn(a)

)
(t)− Φ̃m+1

(
αm+1,n(a)

)
(t)

∥∥ < ϵ′n.

Note that

Φ̃m+1

(
αm+1,n(a)

)
(t)

(6.14)
= h̃′m+1

(
αm+1,n(a)

)( t− tm
tm+1 − tm

)
(6.41)

and

Φ̃′
n(a)(t)

(6.37)
= h̃m

(
αm,n(a)

)( t− tm
tm+1 − tm

)
(6.42)

Since αm,n(a) ∈ Fm and ϵm ≤ ϵn, the previous two equalities combine with (6.34)
and (6.40) to produce (6.39), which (finally) completes the proof. □

The rest of the proof closely follows the argument sketched in Section 5. One just
needs to take care with the index shift arising from the relative homotopy lifting
property and the several identifications being made in the sketch. The following
lemma is deigned to help with the latter.

Lemma 6.3. Suppose A0, A, B, and E are C∗-algebras and α0 : A0 → A and
π : E → B are ∗-homomorphisms with π surjective. Suppose further that (α, Iπ)
satisfies the homotopy lifting property. Let X ⊆ I2 be such that there is a home-
omorphism f : I2 → I2 such that f(X) = I × {0}. Then the diagram completion
problem

(6.43)

A

A0

I2E XE

I2B XB

ν̃

µ

α

µ̃

ρEX

I2π Xπ

ρBX

always has a solution θ̃, where ρBX and ρEX are the restriction maps.

Proof. For each C∗-algebra D, define isomorphism

(6.44) η̃Df : I2D
∼=−→ I(ID) and ηDf : XD

∼=−→ ID

by

η̃Df (g)(s1)(s2) = g
(
f−1(s2, s1)

)
, g ∈ I2D, s1, s2 ∈ I,(6.45)

and

ηDf (g)(s) = g
(
f−1(s, 0)

)
, g ∈ XD, s ∈ I.(6.46)
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Then the diagram

(6.47)

I(IE) IE

I2E XE

I(IB) IB

I2B XB

evIE
0

I(Iπ)

Iπ

ρEX

η̃Ef

I2π

ηEf

evIB
0

ρBX

η̃Bf

ηBf

Xπ

commutes. Indeed, the faces involving π commute by the naturality of ηf , η̃f , ρX ,
and ev0. To see the commutativity of the top and bottom faces, note that if D is
a C∗-algebra g ∈ I2D, and s ∈ I, then

evID0
(
η̃Df (g)

)
(s) = η̃Df (g)(0)(s)

= g
(
f−1(s, 0)

)
= ρDX(g)

(
f−1(s, 0)

)
= ηDf

(
ρDX(g)

)
(s).

(6.48)

Since (α, Iπ) satisfies the homotopy lifting property, there is a ∗-homomorphism
µ̃′ : A0 → I(IE) such that

(6.49)
(
I(Iπ)

)
µ̃′ = η̃Bf µα and evIE0 µ̃′ = ηEf ν̃α.

Define µ̃ = (η̃Ef )
−1µ̃′. □

We are now ready to prove the main asymptotic homotopy lifting theorem (The-
orem 5.2). As already noted in Section 5, this implies Theorem A and B from the
introduction.

Proof of Theorem 5.2. Suppose θ : A
≈−→ IB and ϕ̃ : A

≈−→ E are asymptotic mor-
phisms such that evB0 θ

∼= πϕ̃. By Lemma 6.2, there are diagrammatic representa-

tions (θ, k, t) : (A,α) → B and (ϕ̃, h̃, t) : (A,α) → E of θ and ϕ̃, respectively, such
that

(6.50) (evB0 )∗(θ, k, t) = π∗(ϕ̃, h̃, t).

Note that evB0 θn+2 = πϕ̃n+2. As (αn+1, π) satisfies the homotopy lifting property

by hypothesis, there is a ∗-homomorphism θ̃′n+1 : An+1 → IE such that

(6.51) evE0 θ̃
′
n+1 = ϕ̃n+2αn+1 and (Iπ)θ̃′n+1 = θn+2αn+1.

Define

(6.52) X =
{
(s1, s2) ∈ I × I : s1 = 0, s1 = 1, or s2 = 0

}
and note that there is a homeomorphism f : I2 → I2 such that f(X) = I × {0}.
Then define ν̃n+1 : An+1 → XE by

(6.53) ν̃n+1(a)(s1, s2) =


θ̃′n+1(a)(s2) s1 = 0

θ̃′n+2

(
αn+1(a)

)
(s2) s1 = 1

h̃n+2

(
αn+1(a)

)
(s1) s2 = 0
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and define µn+1 : An+1 → I2B by µn+1(a)(s1, s2) = kn+2(αn+1(a))(s1)(s2).
Let n ≥ 1 and a ∈ An+1 be given. For s2 ∈ I, the definition of µn+1, the fact

that (θ, k, t) is a diagrammatic representation of θ, (6.51), and (6.53) give

µn+1(a)(0, s2) = kn+2

(
αn+1(a)

)
(0)(s2)

= θn+2

(
αn+1(a)

)
(s2)

= π
(
θ̃′n+1(a)(s2)

)
= π

(
ν̃n+1(a)(0, s2)

)
,

(6.54)

and, for the same reasons,

µn+1(a)(1, s2) = kn+2

(
αn+1(a)

)
(1)(s2)

= θn+3

(
αn+3,n+1(a)

)
(s2)

= π
(
θ̃′n+2

(
αn+1(a)

)
(s2)

)
= π

(
ν̃n+1(a)(1, s2)

)(6.55)

Moreover, the definition of µn+1, (6.50), and (6.53) imply that for all s1 ∈ I, we
have

µn+1(a)(s1, 0) = kn+2

(
αn+1(a)

)
(s1)(0)

= π
(
h̃n+2

(
αn+1(a)

)
(s1)

)
= π

(
ν̃n+1(a)(s1, 0)

)
.

(6.56)

The three computations show that ρBXµn+1 = (Xπ)ν̃n+1.
By Lemma 6.3, for all n ≥ 1, there is a ∗-homomorphism µ̃n : An → I2E such

that

(6.57) ρEX µ̃n = ν̃n+1αn and (I2π)µ̃n = µn+1αn.

For n ≥ 1, define θ̃n : An → IE and k̃n : An → I(IE) by

θ̃n(a)(s) = θ̃′n+1

(
αn(a)

)
(s), a ∈ An, s ∈ I,(6.58)

and

k̃n(a)(s1)(s2) = µ̃n(a)(s1, s2), a ∈ An, s1, s2 ∈ I.(6.59)

Fix n ≥ 1. Then (6.58), (6.57), (6.53), and (6.58) give

k̃n(a)(0)(s) = µ̃n(a)(0, s)

= ν̃n+1

(
αn(a)

)
(0, s)

= θ̃′
(
αn(a)

)
(s)

= θ̃n(a)(s)

(6.60)

for all a ∈ An and s ∈ I. Thus (IevIE0 )k̃ = h̃. Further, for the same reasons,

k̃n(a)(1)(s) = µ̃n(a)(1, s)

= ν̃n+1

(
αn(a)

)
(1, s)

= θ̃′n+2

(
αn+2,n(a)

)
(s)

= θ̃n+1

(
αn(a)

)
(s)

(6.61)
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for all a ∈ An and s ∈ I. Therefore, (IevIE1 )k̃n = θ̃n+1αn. Let t+2 denote the se-

quence (tn+2)
∞
n=1. Then (θ̃, k̃, t+2) : (A,α) → IE is a diagrammatic representation

for an asymptotic morphism θ̃ : A
≈−→ IE.

For n ≥ 1, a ∈ An, and s1, s2 ∈ I, by (6.59), (6.57), and the definition of µn+1,
we have

π
(
k̃n(a)(s1)(s2)

)
= π

(
µ̃n(a)(s1, s2)

)
= µn+1

(
αn(a)

)
(s1, s2)

= kn+2

(
αn+2,n(a)

)
(s1)(s2),

(6.62)

and hence (I(Iπ))k̃n = kn+2αn+2,n. We also have (Iπ)θ̃n = θn+2αn+2,n by applying

(6.62) with s1 = 0. Therefore, π∗(θ̃, k̃, t+2) = (θ, k, t)+2. By Lemma 1.7, πθ̃ ∼= θ.
Similarly, note that for all n ≥ 1, a ∈ An, and s ∈ I, we have

(IevE0 )
(
k̃n(a)

)
(s) = k̃n(a)(s)(0)

= µ̃n(a)(s, 0)

= ν̃n+1

(
αn(a)

)
(s, 0)

= h̃n+2

(
αn+2,n(a)

)
(s),

(6.63)

and hence (IevE0 )k̃n = h̃n+2αn+2,n. Taking s1 = 0 in (6.63) implies that evE0 θ̃n =

ϕ̃n+2αn+2,n. Thus (ev
E
0 )∗(θ̃, k̃, t+2) = (ϕ̃, h̃, t)+2. Another application of Lemma 1.7

implies that evE0 θ̃
∼= ϕ̃, which completes the proof. □
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